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Abstract: Online voting systems offer many advantages over traditional voting methods, such as paper ballots, this is because paper 

ballots face some well-known challenges, ranging from logistics, susceptibility to tampering, and the requirement for voters to be 

physically present at polling stations. In contrast, online voting systems offer the potential to overcome these challenges by providing a 

convenient and accessible means for citizens to cast their votes from anywhere. However, online voting systems must address significant 

security and authentication challenges to ensure that each vote is cast by a legitimate and unique voter, maintaining the integrity of the 

electoral process. This project proposes the development of a machine learning authentication module that can be integrated into an 

online voting system using facial recognition and fingerprint recognition to enhance the security of online voting. The system therefore 

consists of two main components; the machine learning-based authentication component and the web-based voting platform. The 

authentication component uses machine learning algorithms to accurately and reliably verify the identities of voters based on their 

biometric data. The web-based platform facilitates voter registration, authentication, and voting processes, ensuring a seamless and 

secure user experience. These two components were implemented first by obtaining a comprehensive database of user biometric data, 

training the machine learning module, and implementing a user-friendly web interface using Java Server Pages (JSP) and a MySQL 

database. The system's performance was evaluated using established metrics, including accuracy, precision, recall, and R2 Score with 

the following values 98%, 1.0, 0.8 and 0.78 respectively.  
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1. INTRODUCTION 

As humans depend more and more on computers and digital tools, there has been a growing interest in developing 

secure and efficient online voting systems. Traditional voting methods, including paper ballots and electronic voting 

machines, have several limitations, such as logistical challenges, susceptibility to tampering, and the need for physical 

presence at polling stations. Online voting systems on the other hand, offer the potential to overcome most of these 

challenges by providing a convenient and accessible means for citizens to cast their votes from anywhere. 

However, online voting systems face significant security and authentication challenges. Ensuring that each vote is cast 

by a legitimate and unique voter is critical to maintaining the integrity of the electoral process. Traditional authentication 

methods, such as usernames and passwords, are insufficient due to their vulnerability to phishing, hacking, and other forms 

of cyber-attacks. Consequently, there is a need for more robust authentication mechanisms that can provide higher levels of 

security and reliability. Deploying online voting systems therefore presents new challenges, chief among them is safety, 

with risks of cyber-attacks, hacking, and tampering. Checking who voters are online is tricky; as usual methods like 

passwords as earlier stated can be cracked. Keeping trust and openness in how people vote how votes are saved, and 

counted is key for public trust in the electoral process [1].  

Biometric authentication, which uses unique physiological or behavioral characteristics to verify an individual's identity, 

has emerged as a promising solution for enhancing the security of online voting systems. Multimodal biometric systems 

combine multiple biometric modalities (e.g., facial recognition, fingerprint recognition), offering even greater security by 

requiring multiple forms of biometric verification [2]. These systems makes use machine learning algorithms to improve 

the accuracy and reliability of biometric recognition, making them well-suited for high-security applications like online 

voting. 

To tackle these issues, this research aims to develop a machine learning-based multimodal biometric authentication 

system that uses facial and fingerprint recognition to enhance the security and reliability of online voting. This method 

improves security by giving us a strong way to check that voters are who they say they are.  

2.  RELATED WORKS 

Current research works are beginning to focus on online voting, this has been on the increase because of new 

technological breakthroughs in computing and AI and the search for better ways to include everyone in democracy. The 
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big issue is how to make sure voters are who they say they are online, which is key to keep elections fair and real. In this 

section a few related works are presented providing an overview of current research and perspectives on the challenges and 

solutions related to enhancing authentication in online voting systems, highlighting the potential of bimodal bio-metrics 

and machine learning to address these challenges effectively. 

The work by [3] outlines key advantages of online voting when compared to paper voting, these are in making it easier 

for people to vote faster to count, and getting more people out to vote. It lets people vote from anywhere so distance isn't a 

problem and we don't need as many voting places. This helps people with disabilities or those who live far [4]. Despite 

these advantages, [5] Outlines key challenges that a full deployment of online voting system would face. This majorly 

includes security and trust issues. Safety weak spots like cyber-attacks and hacking risks continue to pose big threats. 

Recent progress in biometric technology has made possible the combination of two-mode bio-metrics (combining 

different biometric types) and machine learning algorithms. Biometric types like fingerprints and face scans give unique 

and trustworthy IDs that are hard to fake or copy [6]. The works in [7, 8, 9] showed the different techniques of multimodal 

bio-metrics systems for online voting. Other recent applications of machine learning applications for solving contemporary 

societal problems in business, commerce etc has also been reported in [10, 11, 12]. 

The research works in [13, 14] showed the application of Machine learning methods with biometric data for online 

voting system. Their work showed accuracy and adaptability over time. This ensures that online voting systems stay strong 

against new threats from potential attackers.  

This work proposes a combination of more than one bio-metrics, in this case finger and facial recognition to build a 

more secure online voting system. The works further incorporates the machine learning authentication system into a web 

application to demonstrate its practicability.  

2.1 Background of Selected Machine Learning Algorithm 

In this sub-section, we present the materials needed to model the network. 

2.1.1 Dataset 

    The finger print and facial pictures dataset where obtained from kaggle.com and converted to a128-dimensional feature 

vectors Number of users. These two datasets were combined using numpy’s hstack method to allow further analysis and 

data preprocessing activities. Saving these images dimensional vectors rather than jpeg and PNG images allows the use of 

random forest classifier to build the machine learning model. Figure 1 shows a snapshot of the dataset while Figure 2 

shows its distribution. 

 

 
Figure 1: Snapshot of converted dataset 

The dataset consists of two hundred and fifty seven (257) variables representing the different features of the images of the 

biometric capture (finger prints and facial images). 

2.2 Methods 

Figure 3 shows the overall flow of the proposed system, showing the two major components which are;  

i. The machine learning authentication component 

ii. The web-based voting platform. 

2.3 Random Forest Classifier 

For decision tree-based classification, regression, and other uses, supervised machine learning techniques like the 

Random Forest, also called the Random Decision Forest, are employed. It works particularly well for handling big, 

complicated datasets, high-dimensional feature spaces, and providing feature importance insights [15]. This algorithm's 

capacity to maintain high predicted accuracy while lowering over fitting makes it popular in a variety of industries, 

including banking, healthcare, and image analysis. A collection of decision trees is produced by the Random Forest 

classifier using randomly selected portions of the training set. From these random subsets, a set of decision trees is built, 

and the final forecast is obtained by adding the votes from each tree [16]. In addition, the Random Forest classifier can 
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handle jobs involving both regression and classification. It is a priceless tool for determining the significance of different 

variables in a dataset due to its feature importance ratings. Figure 4, shows the structure of the random forest model. 

 

 

 
Figure 2: Feature distribution 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: System flow diagram 

 

 

 
Collected biometric data undergoes preprocessing to enhance its quality and 
ensure consistency. Techniques such as image normalization, noise reduction, 

and feature extraction are applied to both facial images and fingerprint scans to 

obtain distinctive biometric features. 

 

The system will utilize machine learning models trained on a dataset of biometric samples to 

accurately identify and authenticate users. For facial recognition, convolutional neural 

networks (CNNs) will be employed to detect and match facial features. While for fingerprint 
recognition, ridge-based feature extraction and matching algorithms are used. 

 

 

During the voting process, users are prompted to provide their biometric data. The system 
compares the provided data against the stored biometric templates using the trained machine 

learning models. If the data matches, the user is authenticated and granted access to the voting 

platform. 

 

 
 

Users are required to provide their biometric data, including facial images 

and fingerprint scans, during the registration process. This data is securely 
stored in the system’s database and used for future authentication. 

 

BIOMETRIC DATA 

CAPTURE 

MACHINE LEARNING MODULE 

AUTENTICATION AND VOTING 
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Figure 4: Random Forest model (Source: geekforgeeks.org) 

Mathematically a random forest model can be broken down into the following key steps: 

1. Bootstrap Sampling: A bootstrap sample is extracted from the training data for every B tree. N randomly chosen 

examples with replacement are taken from the training set to form a bootstrap sample. 

2. Tree Construction: Each tree 𝑇𝑏  where (𝑏 = 1,2,3 … . 𝐵) is grown using the bootstrap sample. During the 

construction of each tree: 

 At each node, a random subset of 𝑚 features is chosen from the total 𝑝 features(𝑚 ≤ 𝑝). 

 The best split is found among the selected mmm features. 

3. Aggregation of Predictions: Once all the trees are constructed, the Random Forest makes predictions by 

aggregating the predictions of the individual trees. 

For a classification task: 

 Each tree 𝑇𝑏  gives a class prediction 𝐶𝑏(𝑥) for a given input 𝑥. 

 The final prediction 𝐶(𝑥) is determined by majority vote: 

  𝐶(𝑥) = 𝑚𝑜𝑑𝑒{𝐶1(𝑥), 𝐶2(𝑥), … … … … . 𝐶1𝐵(𝑥)}                    (1) 

For a regression task: 

 Each tree 𝑇𝑏  provides a predicted value 𝑦𝑏(𝑥) for a given input 𝑥. 

 The final prediction 𝑦(𝑥) is the average of all the tree predictions: 

𝑦(𝑥) =  
1

𝐵
∑ 𝑦𝑏(𝑥)𝐵

𝑏=1                         (2) 

3. RESULTS AND DISCUSSION 

3.1 The machine Learning Authentication Component 

The machine learning authentication component is the backbone of the proposed e-voting system. The idea is to apply 

machine learning algorithms to enforce voter authentication and ensure that only legitimate voters can access the voting 

platform. This ML component will provide a high level of security and accuracy by employ multimodal biometric 

authentication that is, facial recognition and fingerprint recognition. 

The random forest classifier model was build using python sklearn library after splitting the dataset in the ratio of 70:30 

for training and testing purposes respectively. The results of evaluation using the accuracy score, precision, recall and f1-

score shows 98% accuracy. 
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Figure 5: Evaluation results of the machine learning model 

 

3.2 Web-Based Component 

The web-based component of the e-voting system is designed to provide a easy to use and secure interface for voter 

registration, authentication, and voting. This component is implemented using Java Server Pages (JSP) and a MySQL 

database, ensuring robustness and scalability. Figure 6 shows the system flowchart illustrating the key aspects of the design 

and implementation. 

The voter registration module is the first part of the application. It allows new users to sign up by providing necessary 

details and biometric data. This information especially the biometrics is then saved to database for future reference. After a 

successful registration, a voter can return to login in other to vote. 

The login process requires the user to submit his biometrics again. This is then authenticated by the machine learning 

module that classifies the user as genuine or fake. If a user is successful at the authentication, he/she can then proceed to 

the voting dashboard, where he/she can view the list of candidates and their party affiliations. Figures 7,8 and 9 shows the 

registration, login and voters’ dashboard. 
The work presented in this research bears semblance to previous works that have proposed the use of biometrics for 

voter authentication in online voting systems. However this work presents a case scenario that is implemented as a web 

application that incorporates the three modules, which are; the voter registration module, the return voter authentication 

module (This incorporates the machine learning predictive model), and finally the online voting module. The presentation 

of this work therefore provides a complete system which is implemented as a web application for a given case study which 

allows for simulation and scenario analysis.  When compared to previous works identified in literature, the machine 

learning prediction metrics show similar accuracy results (accuracy of over 98%), however this work presents a complete 

web based application, which demonstrates the practicability the system. 
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                                Figure 6: System Flowchart                                     Figure 7: Registration Page 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

      Figure 8: Login page                                     Figure 9: Voter Dashboard (Source: researchers’ implementation) 
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4. CONCLUSION 
The e-voting system presented in this work utilized a combination of web technologies and machine learning-based 

multimodal biometric authentication to assure a secure, efficient, and user-friendly platform for online voting. The project 

consists of two major components: the machine learning-based authentication component and the web-based voting 

platform. The ML component allows facial recognition and fingerprint recognition to ensure secure and reliable user 

authentication, incorporates machine learning algorithms to enhance the accuracy and robustness of biometric verification, 

and Addresses security concerns by employing multiple biometric modalities, thereby reducing the risk of fraud and 

unauthorized access. While the web based component; was built using Java Server Pages (JSP) for dynamic content 

generation and MySQL for database management, included key pages such as the homepage, registration page, login page, 

and voting dashboard, provides a seamless user experience with a responsive and accessible design, ensuring ease of use 

across various devices, ensures secure data handling through encryption and secure file upload mechanisms, and allows 

users to register, authenticate using their biometric data, and cast their votes in a straightforward and secure manner. 

Future work may include further refinement of the machine learning algorithms to improve recognition accuracy, 

scalability testing to ensure the system can handle large numbers of users, and the incorporation of additional security 

measures to guard against emerging threats. This project has presented a significant step forward in the development of 

secure and efficient e-voting systems, contributing to the broader effort of modernizing the electoral process.                                                                                 
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